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Abstract

Saturation-based theorem provers are typically based on a calculus consisting of inference and reduction rules that operate on sets of clauses. While inference rules produce new clauses, reduction rules allow the removal or simplification of redundant clauses and are an essential ingredient for efficient implementations.

The power of reduction rules can be further amplified by the use of the splitting rule, which is based on explicit case analysis on variable-disjoint components of a clause.

In this thesis, I give a formalization of splitting and backtracking for first-order logic using a labelling scheme that annotates clauses and clause sets with additional information, and I present soundness and completeness results for the corresponding calculus.

The backtracking process as formalized here generalizes optimizations that are currently being used, and I present the results of integrating the improved backtracking into SPASS.
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1 Introduction

Saturation-based theorem provers are typically based on a calculus consisting of inference and reduction rules that operate on sets of clauses. While inference rules produce new clauses, reduction rules allow the removal or simplification of redundant clauses. Calculi based on first-order resolution are refutationally complete in the sense that an unsatisfiability proof can be found in finite time for any unsatisfiable set of clauses [2, 10]. For automatic theorem proving, the reduction rules play a major role, since they allow to simplify the clause set as much as possible, before again applying inference rules to derive new clauses. Together with ordering restrictions, strong reduction rules make automatic saturation-based theorem proving often feasible in practice.

An entirely different approach to mechanized theorem proving is represented by tableau-based methods (see [7] for an overview). Instead of saturating an initial clause set, these methods successively decompose a formula according to the semantics of the operators (e.g., conjunction, disjunction and quantifiers, for first-order logic). If the formulae are restricted to clauses, then a central decomposition rule of tableau calculi is the \( \beta \)-rule, which turns the task of refuting a disjunction into the task of refuting each disjunct.

Combining the \( \beta \)-rule with a resolution-based approach gives rise to the splitting rule. In essence, the splitting rule reduces the task of refuting a clause set \( S \cup \{ C_1 \lor C_2 \} \) to refuting the two sets \( S \cup \{ C_1 \} \) and \( S \cup \{ C_2 \} \), whenever \( C_1 \) and \( C_2 \) have no variables in common. Clearly then, \( S \cup \{ C_1 \lor C_2 \} \) is satisfiable if and only if either \( S \cup \{ C_1 \} \) or \( S \cup \{ C_2 \} \) (or both) are satisfiable.

The rationale behind the use of the splitting rule is that smaller clauses are more likely to be usable for reducing other clauses, thus making it potentially easier to refute the sets \( S \cup \{ C_1 \} \) and \( S \cup \{ C_2 \} \) than refuting \( S \cup \{ C_1 \lor C_2 \} \) directly. On the propositional level, this case analysis together with unit propagation is the basis of the widely-used decision procedure DPLL [5]. Furthermore, the fact that splitting reduces the size of clauses is key to showing decidability results for certain subclasses of first-order logic [3, 8]. In particular, it is beneficial to split into clauses that have strictly fewer positive literals than the parent clause, because deciding satisfiability of Horn clause sets is often easier than deciding satisfiability of sets of arbitrary clauses. For example, for a set of propositional Horn clauses, satisfiability can be decided in linear time [6]. In this basic form, the splitting rule can be written as

\[
S \frac{\Gamma_1, \Gamma_2 \rightarrow \Delta_1, \Delta_2}{\Gamma_1 \rightarrow \Delta_1 \mid \Gamma_2 \rightarrow \Delta_2}
\]

where clauses are written as implications and the \( \Gamma_i \) and \( \Delta_i \) contain the positively
and negatively occurring atoms, respectively. The rule is applicable if $\Gamma_1 \rightarrow \Delta_1$ and $\Gamma_2 \rightarrow \Delta_2$ are variable-disjoint and both $\Delta_i$ are non-empty.

Applying the rule recursively builds up a binary tree that can be explored in a depth-first fashion, for example. After a refutation has been found on one of the branches, the next open branch is entered. This operation is called *backtracking*.

Let us now look at an example illustrating the important aspects in the interplay of inferences, reductions, splitting and backtracking. For the sake of example, we will prefer to do a lot of splits before starting to look for contradictions. An actual prover would of course try to simplify the clause sets as early as possible, e.g., propagating the unit clauses obtained by splitting.

**Example 1.1.** Consider the clause set

\[
S = \{ \quad \rightarrow P_1(x), Q_1(y), \quad (C_1) \\\n\rightarrow P_2(a), Q_2(b), \quad (C_2) \\\nP_2(x) \rightarrow Q_3(x), R_3(x), \quad (C_3) \\\nP_2(a), Q_3(a) \rightarrow , \quad (C_4) \\\n\rightarrow P_4(a), Q_4(a), \quad (C_5) \\\n\rightarrow P_4(x), Q_4(b), \quad (C_6) \\\nP_1(a), P_4(b) \rightarrow , \quad (C_7) \\\nP_1(b), Q_4(b) \rightarrow \} \quad (C_8)
\]

We first apply splitting to $C_1$ to obtain two new clause sets, $S_1 = S \setminus \{C_1\} \cup \{\rightarrow P_1(x)\}$ and $S_2 = S \setminus \{C_1\} \cup \{\rightarrow Q_1(y)\}$. Applying splitting again to $C_2 \in S_1$, yields $S_3 = S_1 \setminus \{C_2\} \cup \{\rightarrow P_2(a)\}$ and $S_4 = S_1 \setminus \{C_2\} \cup \{\rightarrow Q_2(b)\}$, and next set in the depth-first traversal is $S_5$. Figure 1.1(a) shows the split tree, with the already explored branches shown in bold. We can perform a resolution step between $C_3$ and the new clause $\rightarrow P_2(a)$, yielding a new clause $\rightarrow Q_3(a), R_3(a)$, which we again split, obtaining clause sets $S_5 = S_4 \cup \{\rightarrow Q_3(a)\}$ and $S_6 = S_4 \cup \{\rightarrow R_3(a)\}$. The corresponding tree is shown in Figure 1.1(b). The current clause set $S_5$ now contains the clauses $\rightarrow P_2(a), \rightarrow Q_3(a)$ and $C_4 = P_2(a), Q_3(a) \rightarrow$, hence the empty clause can be derived by unit propagation and we backtrack. We now have to refute $S_6$. Splitting the clauses $C_5$ and $C_6$ produces new clause sets $S_7, S_8, S_9$ and $S_{10}$. Figure 1.1(c) shows the corresponding tree, the refuted branch corresponding to $S_5$ is dashed. The clause $\rightarrow P_3(x)$ makes the clause $\rightarrow P_4(a)$ redundant, so we might want to remove $\rightarrow P_4(a)$ from the current clause set $S_9$. We now discover that $S_9$ is unsatisfiable by deriving the empty clause using clause $C_7$, so we again backtrack and $S_{10}$ becomes the current clause set.

A naive way to implement a depth-first traversal such as the one performed in Example 1.1 would be to keep all unexplored clause sets on a stack, adding a new set with each splitting step and refuting each set until the stack is empty. This would be highly inefficient, since clauses would be duplicated and inferences or reductions...
Figure 1.1: Three stages in the exploration of the split tree from Example 1.1.

Involving clauses that are duplicated across multiple clause sets would also have to be performed multiple times. In practice, only a single clause set is maintained at any time, and a stack holds the information required to reconstruct the various clause sets when necessary. This reduces memory requirements and allows to share the results of inferences within subtrees. But it also requires significant bookkeeping to ensure that the clause set stays consistent across reductions and backtracking steps.

Consider again Example 1.1: we removed the redundant clause $\rightarrow P_4(a)$ from the set $S_9$, but when we backtrack to set $S_{10}$, the clause $\rightarrow P_4(a)$ is no longer redundant, since $\rightarrow P_4(x) \notin S_{10}$. Thus in practice, we must not delete the redundant clause $\rightarrow P_4(a)$, but we have to record it and reinsert when we backtrack to a point where the reducing clause is no longer valid.

In order to determine whether a clause is valid with respect to the current split tree, each clause is annotated with its split history, i.e., the splits it depends on, represented as a set of integers. In Example 1.1, clause $\rightarrow Q_3(a)$ in $S_5$ would depend on splits two and three: the parent clause $\rightarrow Q_3(a)$, $R_3(a)$ was obtained from $C_3$ and clause $\rightarrow P_2(a)$, which was itself produced by the second split; clause $\rightarrow Q_3(a)$ was then produced by the third split. The greatest split a clause depends on is called the clause’s split level. When the empty clause is derived, its split level indicates where backtracking should start to consider open branches and all deeper branches can be discarded. For example, if we derive the empty clause at split level zero, then we can immediately stop and don’t have to consider any further possibly open branches.

When a clause $C$ is reduced by a clause $D$ with a greater split level, $C$ is removed from the current clause set and stored at $D$’s split level on the split stack and reinserted.
1. INTRODUCTION

if backtracking considers that level. A further optimization of backtracking that is implemented is SPASS [14] is branch condensation: If there are some split levels smaller than the empty clause’s split level, and those split levels are greater than the last backtracking level, the corresponding branches can be discarded too. In Figure 1.1(c), the last backtracking level is level three, since this is where we last entered a right branch. In the refutation of \( S_9 \), the empty clause was derived from clauses \( \rightarrow P_1(x) \) and \( \rightarrow P_4(x) \) and \( C_7 \) and thus depends only on splits one and five. Hence we would undo the fourth split, before entering the right branch of split five. The corresponding split tree is depicted in Figure 1.2. Note that removing a split ”in the middle” of the tree also means we have to make sure that all clauses that depended on that split are removed. In Figure 1.2, the clause sets \( S'_9 \) and \( S'_{10} \) are the results of removing the clause \( \rightarrow P_4(a) \) from \( S_9 \) and \( S_{10} \), respectively.

Let us look at the example again, continuing with the situation from Figure 1.2, to see what happens next. The clause set \( S'_{10} \), which we now want to refute, contains the clauses \( \rightarrow P_1(b) \) (from split one) and \( \rightarrow Q_4(b) \) (from the fifth split, which has been shifted to level four by branch condensation). Since \( S'_{10} \) also contains clause \( C_8 = P_1(b), Q_4(b) \rightarrow \) from the initial set, it is unsatisfiable. Remember that in the refutation of the last left branch (now \( S'_9 \)), we also used only splits one and five. In other words, we have shown that the initial clause set \( S \) is unsatisfiable under the assumptions \( P_1(x), P_4(x) \), and under the assumptions \( P_1(x), Q_4(b) \). But since the clause \( C_6 = \rightarrow P_4(x), Q_4(b) \) was in \( S \), at least one of its conjuncts must be true in any model of \( S \). We can therefore conclude that \( S \) is unsatisfiable under the assumption \( \rightarrow P_1(x) \) alone. For backtracking, this means that we don’t need to enter the right branch at level two, since \( \rightarrow P_1(x) \in S_4 \), so we can directly jump to the right branch at level one. This pruning of branches above the last backtracking level, which we call generalized branch condensation, gives rise to a new and enhanced backtracking mechanism, which will be described in detail in this thesis. For generalized branch condensation, additional mechanisms are required to ensure that the proof procedure remains sound. Consider again Figure 1.2: had we used clause \( Q_2(b) \) of split three in refuting the sets \( S'_9 \) and \( S'_{10} \), the simple reasoning we did before would not work any more, because the clause \( \rightarrow P_2(a) \) of split two may have been used in refuting the set \( S_5 \). This means that in order to condense branches above the last backtracking level, we need to remember which dependencies were involved in refuting the left subtree at that level. That information, together with the dependencies of the right subtree, allows us to decide which splits we can remove.

In this thesis, I present a first-order calculus that captures depth-first splitting and backtracking with generalized branch condensation for the single-clause-set approach we have discussed. In particular, the backtracking process, which previously took place outside of the calculus, now becomes an integral part of it, and a formal proof of soundness and completeness properties is presented in this thesis for the first time. The formalization relies on the use of labels, for both clauses and clause sets. Simply put, clauses will be labelled with the split levels they depend on, while the single clause set will carry the split stack as its label. The calculus discussed in this thesis
1.1. Related Work

Tableau-based methods have been around for a long time, and exist in many flavors – [7] gives an overview of the most important concepts. For propositional satisfiability, most state-of-the-art solvers are based on the DPLL procedure [5] which relies on the splitting principle. In the field of first-order theorem proving, the splitting rule has been successfully integrated into SPASS [13, 14]. An alternative approach to case analysis in saturation-based theorem proving, relying on the introduction of special propositional symbols instead of a split stack, is presented in [11]. The main difference to our framework is that when simulating splitting with new propositional symbols, the generated clauses can not be directly used for reductions: for example, splitting the clause $\rightarrow P(x), Q(y)$ in this way produces the clauses $\rightarrow P(x), p$ and $p \rightarrow Q(x)$, where $p$ is a new propositional symbol. On the other hand, our approach is motivated by the increased reductive potential of smaller clauses obtained by splitting and therefore we cannot trade off the complex bookkeeping involved in splitting into actual clause components. For the general methodology of labelled clauses there is a huge literature, see [4] for an overview. In particular, the use of clause labels to model explicit case analysis was first suggested in [9], which provided a starting point for the work presented here. We will discuss the approach from [9] in more detail in.

Figure 1.2: The split tree obtained from Figure 1.1(c) after backtracking with branch condensation.
Chapter 6.

The remainder of this thesis is organized as follows: Chapter 2 provides a brief review of the basic notions of first-order logic which we will rely on in later chapters. In Chapter 3, we introduce the concepts of labelled clauses and labelled clause sets, and we define the calculus that operates on them. In Chapter 4, we establish some properties of derivations in the labelled calculus, and work out soundness and completeness results. Chapter 5 presents the results of the integration of the modified backtracking procedure into SPASS. Finally, Chapter 6 points out some further theoretical and practical aspects of labelled splitting.
2 Preliminaries

We employ the usual notions and notations of first-order logic in a way consistent with [13]. A first-order language is constructed over a signature $\Sigma = (F, R)$, where $F$ and $R$ are non-empty, disjoint, in general infinite sets of function and predicate symbols, respectively. Every function or predicate symbol has some fixed arity. We further assume an infinite set $X$ of variable symbols, disjoint from the symbols in $\Sigma$. Then the set of all terms $T(F, X)$ is recursively defined by: (i) every function symbol $c \in F$ with arity zero (a constant) is a term, (ii) every variable $x \in X$ is a term and (iii) whenever $t_1, \ldots, t_n$ are terms and $f \in F$ is a function symbol with arity $n$, then $f(t_1, \ldots, t_n)$ is a term. A term not containing a variable is a ground term. If $t_1, \ldots, t_n$ are terms and $R \in R$ is a predicate symbol with arity $n$, then $R(t_1, \ldots, t_n)$ is an atom. An atom or the negation of an atom is called a literal. Disjunctions of literals are clauses where all variables are implicitly universally quantified. Clauses are often denoted by their respective multisets of literals. A clause consisting of exactly one literal is called a unit.

The set of free variables of an atom (term) $\phi$, denoted by $\text{vars}(\phi)$ is defined as follows: $\text{vars}(P(t_1, \ldots, t_n)) = \bigcup_i \text{vars}(t_i)$ and $\text{vars}(f(t_1, \ldots, t_n)) = \bigcup_i \text{vars}(t_i)$. $\text{vars}(x) = \{x\}$. The function naturally extends to literals, clauses and (multi)sets of terms (literals, clauses).

A substitution $\sigma$ is a mapping from the set of variables to the set of terms such that $x\sigma \neq x$ for only finitely many $x \in X$. Given two terms (atoms) $s, t$, a substitution $\sigma$ is called a unifier for $s$ and $t$ if $s\sigma = t\sigma$. It is called a most general unifier (or mgu) if for any other unifier $\tau$ of $s, t$ there exists a substitution $\lambda$ with $\sigma\lambda = \tau$. A substitution is called a matcher from $s$ to $t$ if $s\sigma = t$. The notion of a mgu is extended to atoms and literals in the obvious way.

As an alternative to the already mentioned notation of clauses, we also write clauses in the form $\Gamma \rightarrow \Delta$ where $\Gamma$ and $\Delta$ are multisets containing arbitrary atoms. Logically, the atoms in $\Gamma$ denote negative literals while the atoms in $\Delta$ denote positive literals in the clause. The empty clause $\Box$ denotes $\bot$ (falsity). We often abbreviate multiset union with sequencing, e.g., we write $\Gamma \rightarrow \Delta, R(t_1, \ldots, t_n)$ for $\Gamma \rightarrow \Delta \cup \{R(t_1, \ldots, t_n)\}$.

A clause $\Gamma_1 \rightarrow \Delta_1$ subsumes a clause $\Gamma_2 \rightarrow \Delta_2$ if $\Gamma_1 \sigma \subseteq \Gamma_2$ and $\Delta_1 \sigma \subseteq \Delta_2$ for some matcher $\sigma$. The relation ”is subsumed by” between clauses is a quasi-ordering on clauses.
3 Labelled Framework

In this chapter, we introduce the concepts of labelled clauses and labelled clause sets, where clauses are labelled with their split history and clause sets are labelled with the split stack. We then introduce rules which carry out backtracking by transforming labelled clause sets into a normal form. Finally, we present a calculus with inference, reduction, splitting and backtracking rules operating on labelled clause sets.

3.1 Basic Definitions

A clause $\Gamma \rightarrow \Delta$ is labelled with a finite set $L \subseteq \mathbb{N}$ of split levels:

$L: \Gamma \rightarrow \Delta$.

We define the split level of $L: \Gamma \rightarrow \Delta$ to be the greatest element in $L$. We say that a clause $L: \Gamma \rightarrow \Delta$ depends on $l$ if $l \in L$. We extend the usual notions about clause sets to sets of labelled clauses in the natural way: for example, we will say that a set $N$ of labelled clauses entails some formula $\phi$ (written $N \models \phi$) if and only if the corresponding set of unlabelled clauses entails $\phi$.

A labelled clause set is of the form

$\Psi : N$

where $N$ is a set of labelled clauses and $\Psi$ is the split stack. Split stacks are sequences of the form

$\Psi ::= (\psi_n, \ldots, \psi_1)$

for $n \geq 0$. We call $n$ the length of $\Psi$. The $\psi_i$ are tuples

$\psi_i = (l_i, B_i, D_i, b_i, \phi_i)$

called splits, where

- $l_i \in \mathbb{N}$ is the splits’ level
- $B_i$ is the set of blocked clauses
- $D_i$ is the set of deleted clauses
- $b_i ::= left \mid right$
- $\phi_i ::= \emptyset \mid \{L\}$, with $L \subseteq \mathbb{N}$, the leaf marker.
3.2. Stack Reduction Rules

We denote by \( \max_r(\Psi) := \max\{1 \leq i \leq n \mid b_i = \text{right}\} \) the last right split in \( \Psi \).

To improve readability, we will use the notation \( \psi[x := v] \) where \( x \) is one of \( l, B, D, b, \varphi \) to denote a split identical to \( \psi \) up to component \( x \), which has value \( v \).

We write \( \psi[x_1 := v_1, x_2 := v_2] \) instead of \( \psi[x_1 := v_1][x_2 := v_2] \).

For any given split stack \( \Psi \), we define the set \( \text{levels}(\Psi) \) to be the set of split levels occurring in \( \Psi \), i.e.

\[
\text{levels}(\Psi) := \{l_1, \ldots, l_n\}.
\]

For any given clause set \( N \) and set of split levels \( K \subseteq \mathbb{N} \) we define

\[
N|_K := \{L : \Gamma \rightarrow \Delta \in N \mid L \subseteq K\}
\]

and

\[
N|_{K^c} := \{L : \Gamma \rightarrow \Delta \in N \mid L \cap K = \emptyset\}.
\]

We will later show that each split is uniquely identified by its split level, and that each split level occurring in a clause label or a blocked or deleted set corresponds to an existing split. In the subsequent definitions, this will justify the use of the notation \( l_k \) to refer to the split level of the \( k \)th split in the split stack under consideration.

3.2 Stack Reduction Rules

In this section, we define rules that formalize backtracking with generalized branch condensation. In particular, we focus our attention on the deletion of splits from the split stack to ensure that all the bookkeeping is done correctly.

3.2.1 Deleting Splits

When removing a split \( k \) from the stack, we have to take care to undo all reductions that involved a clause depending on that split.

In particular, if a clause \( C_1 \) depending on split \( k \) was used to reduce some other clause \( C_2 \), then \( C_2 \) must be reinserted into the current clause set. The reason is that \( C_1 \) will be removed from the current clause set, and \( C_2 \) may then no longer be redundant. If \( C_2 \) was reduced by \( C_1 \), then \( C_2 \) will be in the set of deleted clauses at the split level of \( C_1 \). Note that although we know that \( C_1 \) depends on split \( k \), \( C_1 \) may also depend on other splits and thus have a split level higher than \( l_k \).

Our goal is to reinsert the deleted clauses at \( C_1 \)’s split level. But \( C_1 \) itself, after having reduced \( C_2 \), may have been reduced by some clause \( C_3 \), hence \( C_1 \) will not necessarily be in the current clause set, but in the deleted set at the level of \( C_3 \). Since we don’t know whether \( C_3 \) depends on split \( k \) or not, \( C_1 \) may be sitting in the deleted set of any split (except \( k \)).
Let us formalize the above discussion. Let $\Psi : \mathbb{N}$ be an arbitrary labelled clause set with $\Psi$ of length $n$, and $1 \leq k \leq n$ be arbitrary but fixed. Furthermore, let

$$D := \bigcup_{i=1}^{n} D_i$$

and

$$R := \{ \max(L) \mid L: \Gamma \rightarrow \Delta \in \mathbb{N} \cup D \text{ and } l_k \in L \}.$$ 

Note how the set $R$ is defined to hold the split levels of all clauses that depend on split $k$, both in $\mathbb{N}$ and any deleted set $D_i$. It follows that the set

$$\bigcup_{l_j \in R} D_j$$

contains all clauses that may have been reduced by a clause in $\mathbb{N}$ depending on split $k$.

**Definition 3.1 (Delete_split).** Now we can define the function

$$delete_{\text{split}}(\Psi : \mathbb{N}, k) := \Psi' : \mathbb{N}'$$

where

- $\Psi' = \langle \psi_n', \ldots, \psi_{k+1}', \psi_{k-1}', \ldots, \psi_1' \rangle$
- $\mathbb{N}' = (\mathbb{N} \cup D_k \cup \bigcup_{l_j \in R} D_j)_{\text{levels}(\Psi')}$

with

$$\psi'_j = \begin{cases} 
\psi_j[D := \emptyset] & \text{if } l_j \in R \\
\psi_j[D := \{ L: \Gamma \rightarrow \Delta \in D_j \mid l_k \notin L \}] & \text{otherwise}
\end{cases}$$

which removes split $k$, all clauses depending on split $k$ and reinserts all clauses reduced by a clause depending on split $k$.

Note that reinserting all clauses in $D_j$ with $l_j \in R$ is an overapproximation, since not every clause in $D_j$ was necessarily reduced by a clause depending on split $k$. In fact, it may well be that no clause in $D_j$ was reduced by a clause depending on $k$. If we wanted to reinsert only clauses reduced by clauses depending on $k$, we would have to record which clause was used in each reduction step, not only the reducing clause’s split level. It is not clear whether that additional effort would pay off in practice.
3.2 Reduction Rules for Labelled Clause Sets

We now define a reduction\(^1\) relation \(\Psi : N \rightarrow \Psi' : N'\) on labelled clause sets to capture the structural transformations of the stack taking place during backtracking. The reduction relation is defined by the following four rules, where we assume that \(\Psi : N\) is a labelled clause store and \(\Psi\) is of length \(n\).

**Definition 3.2 (Backjump).** If \(n > 0\), \(L : \emptyset \in N\) and \(\max(L) < l_n\), then
\[
\Psi : N \rightarrow \text{delete-split}(\Psi : N, n).
\]
This rule is called Backjump.

**Definition 3.3 (Branch-condense).** If \(n > 0\), \(L : \emptyset \in N\), \(\max(L) = l_n\), \(b_n = \text{left}\) and \(k_{\text{max}} := \max \{k | \max_r(\Psi) < k \leq n \text{ and } l_k \notin L\}\) exists, then
\[
\Psi : N \rightarrow \text{delete-split}(\Psi : N, k_{\text{max}}).
\]
This rule is called Branch-condense.

**Definition 3.4 (Right-collapse).** If \(n > 0\), \(L_2 : \emptyset \in N\), \(\max(L_2) = l_n\) and \(b_n = \text{right}\), and \(\varphi_n =: \{L_1\}\), then
\[
\Psi : N \rightarrow \Psi' : (N' \cup \{L : \emptyset\}),
\]
where \(\Psi' : N' = \text{delete-split}(\Psi : N, n)\) and
\[
L = \begin{cases} L_1 \cap L_2 & \text{if } l_n \notin L_1 \cap L_2 \text{ and either } L_1 \subseteq L_2 \text{ or } L_2 \subseteq L_1 \\ L_1 \cup L_2 \setminus \{l_n\} & \text{otherwise.} \end{cases}
\]
This rule is called Right-collapse.

**Definition 3.5 (Enter-right).** If \(n > 0\), \(L : \emptyset \in N\), \(\max(L) = l_n\), \(b_n = \text{left}\) and \(l_k \in L\) for all \(k\) with \(\max_r(\Psi) < k \leq n\), then \(\Psi'' : N'' := \text{delete-split}(\Psi : N, n)\) and
\[
\Psi : N \rightarrow \Psi' : N',
\]
where
\[
\Psi' = \langle (n, \emptyset, \emptyset, \text{right}, \{L\}), \psi''_{n-1}, \ldots, \psi''_1 \rangle
\]
and \(N' = N'' \cup B_n\). This rule is called Enter-right.

Note that at most one rule is applicable to any given labelled clause set, since the preconditions are mutually exclusive. Furthermore, Lemma 4.1 shows that any sequence \(\Psi : N \rightarrow \Psi' : N' \rightarrow \ldots\) terminates, for any labelled clause set \(\Psi : N\) arising in the context of our calculus. Hence each labelled clause set \(\Psi : N\) has a unique normal form, which we write \(\Psi : N \downarrow\).

\(^1\)Not to be confused with reduction rules for clause sets. See [1] for a discussion of abstract reduction systems.
3.3 Labelled Calculus

This section presents the actual labelled calculus as a set of inference and reduction rules for labelled clause sets.

3.3.1 Rule Semantics

We distinguish inference rules

\[
\frac{\Psi : N}{\Psi' : N'} \quad \frac{L_1 : \Gamma_1 \rightarrow \Delta_1 \ldots L_n : \Gamma_n \rightarrow \Delta_n}{K : \Pi \rightarrow \Lambda}
\]

and reduction rules

\[
\frac{\Psi : N}{\Psi' : N'} \quad \frac{L_1 : \Gamma_1 \rightarrow \Delta_1 \ldots L_n : \Gamma_n \rightarrow \Delta_n}{K : \Pi_1 \rightarrow \Lambda_1} \quad \vdots \quad K_k : \Pi_k \rightarrow \Lambda_k
\]

The clauses \(L_i : \Gamma_i \rightarrow \Delta_i\) are called the premises and the clauses \(K_{(i)} : \Pi_{(i)} \rightarrow \Lambda_{(i)}\) the conclusions of the respective rule. A rule is applicable to a labelled clause set \(\Psi : N\) if the premises of the rule are contained in \(N\). In the case of an inference, the resulting labelled clause set is

\[
\Psi' : (N' \cup \{K : \Pi \rightarrow \Lambda\}).
\]

In the case of a reduction, the resulting labelled clause set is

\[
\Psi' : (N' \setminus \{L_i : \Gamma_i \rightarrow \Delta_i \mid 1 \leq i \leq n\} \cup \{K_j : \Pi_j \rightarrow \Lambda_j \mid 1 \leq j \leq k\}).
\]

3.3.2 Inference and Reduction Rules

We present a basic set of inference and reduction rules which together yield a sound and refutationally complete calculus for first-order logic without equality. The emphasis lies on the modelling of the splitting process, hence more advanced rules like those discussed in [14] have been omitted, since their presentation here would not add to the understanding of splitting-specific issues. Such rules can be integrated to the present setting in a straightforward way.

Definition 3.6 (Splitting). The inference

\[
\frac{\Psi : N}{\Psi' : N'} \quad \frac{L : \Gamma_1, \Gamma_2 \rightarrow \Delta_1, \Delta_2}{L' : \Gamma_1 \rightarrow \Delta_1}
\]

where

1. \(\Psi = \langle \psi_n, \ldots, \psi_1 \rangle\)
2. \( L' = L \cup \{l_n + 1\} \)

3. \( \Psi' = \langle \psi_{n+1}, \psi_n, \ldots, \psi_1 \rangle \) with \( \psi_{n+1} = (l_n + 1, \{L' : \Gamma_2 \rightarrow \Delta_2\}, \emptyset, \text{left}, \emptyset) \)

4. \( \text{vars}(\Gamma_1 \rightarrow \Delta_1) \cap \text{vars}(\Gamma_2 \rightarrow \Delta_2) = \emptyset \)

5. \( \Delta_1 \neq \emptyset \) and \( \Delta_2 \neq \emptyset \)

is called splitting.

A new split representing the left branch \( \Gamma_1 \rightarrow \Delta_1 \) is created on the stack. The remainder is added to the new split’s blocked clauses, which will be restored upon backtracking. Furthermore, note that splitting is an inference and the parent clause \( \Gamma_1, \Delta_1 \rightarrow \Gamma_2, \Delta_2 \) is not removed from the clause set. A concrete proof strategy may require that subsumption deletion be applied to the parent clause immediately after each splitting step (and after each backtracking step, when the corresponding right branch was entered), thus turning splitting into a reduction. In SPASS, splitting is a reduction in this sense.

**Definition 3.7 (Backtracking).** The reduction

\[
\begin{array}{c}
\Psi : N \\
\hline
\Psi : N \downarrow \\
L : \Box
\end{array}
\]

is called backtracking.

**Definition 3.8 (Resolution).** The inference

\[
\begin{array}{c}
\Psi : N \\
\hline
\Psi : N \\
L_1 : \Gamma_1 \rightarrow \Delta_1, A \\
L_2 : \Gamma_2, B \rightarrow \Delta_2
\end{array}
\]

where

1. \( \sigma = \text{mgu}(A, B) \)

is called resolution.

**Definition 3.9 (Subsumption Deletion).** The reduction

\[
\begin{array}{c}
\Psi : N \\
\hline
\Psi' : N \\
L_1 : \Gamma_1 \rightarrow \Delta_1 \\
L_2 : \Gamma_2 \rightarrow \Delta_2
\end{array}
\]

where

1. \( \Gamma_2 \rightarrow \Delta_2 \) is subsumed by \( \Gamma_1 \rightarrow \Delta_1 \)
2. \( l_{m_1} := \max(L_1) \)

3. \( l_{m_2} := \max(L_2) \)

4. \( \Psi = \langle \psi_n, \ldots, \psi_{m_1}, \ldots \psi_1 \rangle \)

5. \( \Psi' = \begin{cases} 
\Psi & \text{if } m_1 = m_2 \\
\langle \psi_n, \ldots, \psi_{m_1}[D := D_{m_1} \cup \{L_2: \Gamma_2 \rightarrow \Delta_2\}], \ldots, \psi_1 \rangle & \text{otherwise}
\end{cases} \)

is called subsumption deletion.

The subsumption deletion rule is presented here as one prominent example of a re-duktion rule, of which many more exist [13]. They all have in common that a clause is simplified (or removed), either because of some property inherent to the clause itself, or because of the presence of another clause (as with subsumption deletion). In the first case, no particular precautions are needed with respect to splitting. In the second case however, we must account for the possibility that the reducing (here: subsuming) clause will eventually be removed from the clause set, e.g., because a split that the clause depends on is removed by branch condensation. This is why we store the subsumed clause at the subsuming clause’s level on the split stack. On the other hand, if both the subsumer and the subsumee have the same split level, then one can show (and we will, in Proposition 4.4) that there always remains a subsuming clause in the current clause set as long as the corresponding split is not deleted, hence we can remove and forget the subsumed clause.

**Definition 3.10 (Factoring).** The inferences

\[
\frac{\Psi: N \quad L: \Gamma \rightarrow \Delta, A, B}{\Psi: N \quad L: (\Gamma \rightarrow \Delta) \sigma}
\]

and

\[
\frac{\Psi: N \quad L: \Gamma, A, B \rightarrow \Delta}{\Psi: N \quad L: (\Gamma, A \rightarrow \Delta) \sigma}
\]

where

1. \( \sigma = \text{mgu}(A, B) \)

are called factoring right and factoring left, respectively.
4 Correctness

In this chapter, we introduce the concept of satisfiability of labelled clause sets, we establish some important properties of derivations in the labelled calculus, and we show that all the transformations of the stack presented in Chapter 3 maintain labelled clause set satisfiability, which implies soundness of the labelled calculus. Finally, we give a completeness result.

4.1 Derivations in the Labelled Calculus

A derivation in the labelled calculus is a sequence of labelled clause sets

\[ D = \Psi_0 : N_0 \triangleright \Psi_1 : N_1 \triangleright \Psi_2 : N_2 \triangleright \ldots \]

such that \( \Psi_0 = \langle \rangle \), \( N_0 \) is the initial labelled clause set and for each \( i \geq 1 \), the labelled clause set \( \Psi_i : N_i \) is the result of applying a rule of the calculus to \( \Psi_{i-1} : N_{i-1} \). We call the step \( \Psi_{i-1} : N_{i-1} \triangleright \Psi_i : N_i \) the \( i \)th step of \( D \). Sometimes we need to make it explicit that a split belongs to a particular split stack in a derivation. For example, we will write \( \psi^i_j \) for the \( j \)th split of split stack \( \Psi_i \), and \( D^i_j \) for the deleted set of \( \psi^i_j \).

Clearly, each \( \psi^i_j \) is the result of a unique splitting step of a clause \( \Gamma^1_j \Gamma^2_j \rightarrow \Delta^1_j \Delta^2_j \) into components \( \Gamma^1_j \rightarrow \Delta^1_j \) and \( \Gamma^2_j \rightarrow \Delta^2_j \), since the splitting rule is the only rule extending the stack. For a given stack \( \Psi \), we denote those components by \( s^1_\Psi(j) \) and \( s^2_\Psi(j) \), respectively, and the "active" component by

\[
s_\Psi(j) := \begin{cases} 
  s^1_\Psi(j) & \text{if } b_j = \text{left} \\
  s^2_\Psi(j) & \text{if } b_j = \text{right}.
\end{cases}
\]

In the following, we omit the subscript whenever \( \Psi \) is clear from the context.

4.1.1 Proving Derivation Invariants

If backtracking was applied, then it follows from the definition of the backtracking rule that

\[ \Psi_i : N_i = (\Psi_{i-1} : N_{i-1}) \triangleright \]

Figure 4.1 illustrates the relation between backtracking and stack reduction rules.

To prove that a property \( P \) of labelled clause sets is an invariant of any derivation, we will proceed in two steps:
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Figure 4.1: A backtracking step $BT$ and the associated sequence of reductions.

1. we show that $P$ is maintained by each of the reduction rules defined in section 3.2.2, it then follows by induction that the normal form $(\Psi_i : N_i)\downarrow$ satisfies $P$, whenever $\Psi_i : N_i$ does;

2. we use induction over the derivation to show that $P$ holds at each $\Psi_i : N_i$, using the result of 1. for the backtracking case.

Of course, for 1., we need the reduction relation on labelled clause sets to be terminating:

Lemma 4.1 (Stack reduction terminates). For any labelled clause set $\Psi : N$ in a derivation, any sequence of reductions $\Psi : N \rightarrow \Psi' : N' \rightarrow \ldots$ terminates.

Proof. Any reduction is applicable only if $\Psi$ is non-empty, and there is an empty clause in $N$. All reductions except Enter-right reduce the stack size by one. But after Enter-right, the clause $L : \square$ is not in $N'$, by definition of delete_split($\Psi : N, n$).
Since both $\Psi$ and $N$ are of finite size, it follows that eventually either $\Psi' = \langle \rangle$ or $N'$ contains no more empty clause.

4.2 Satisfiability of Labelled Clause Sets

In order to prove soundness and completeness results for our labelled calculus, we need to extend the notion of satisfiability from clause sets to labelled clause sets. Since we are exploring a tree whose branches represent alternatives of successive case distinctions, we associate a clause set with each unexplored branch on the stack. Formally, let $\Psi_i : N_i$ be a labelled clause set occurring in a derivation. We define the following set of clause sets:

$$N_i := \{ (N_i \cup \bigcup_{j=1}^{n} D_j)_L \cup B_k \mid k \in \{1, \ldots, n\}, b_k = left, L = \{l_1, \ldots, l_{k-1}\} \}$$

We will use the notation $N_i^k$ to denote a particular $(N_i \cup \bigcup_{j=1}^{n} D_j)_L \cup B_k \in N_i$. We call $N_i$ the active clause set of $\Psi_i : N_i$, and $N_i$ the set of inactive clause sets of $\Psi_i : N_i$. 
Definition 4.1 (Satisfiability of labelled clause sets). We say that \( \Psi_i : N_i \) is satisfiable, if and only if

- \( N_i \) is satisfiable, or
- some \( N^k_i \in N_i \) is satisfiable.

Our goal is to show that the rules of the labelled calculus preserve satisfiability of labelled clause sets, i.e., for each step \( \Psi_{i-1} : N_{i-1} \triangleright \Psi_i : N_i \) in a derivation, \( \Psi_{i-1} : N_{i-1} \) is satisfiable if and only if \( \Psi_i : N_i \) is satisfiable.

### 4.3 Properties of Derivations

We will now prove invariants of derivations which we will need later to show the correctness of the labelled calculus. Let us first note that leaf markers are non-empty only when a left branch has been closed:

**Lemma 4.2 (Existence of leaf markers).** Let \( \Psi_i : N_i \) be an arbitrary labelled clause set in a derivation, and let \( j \in \{1, \ldots, n\} \) be arbitrary. Then \( \varphi_j = \emptyset \) whenever \( b_j = \text{left} \), and \( \varphi_j = \{L\} \) for some \( L \), whenever \( b_j = \text{right} \).

**Proof.** It is easy to see that the stack reduction rules maintain this property, since leaf markers are set to \( \{L\} \) by \textsc{Enter-right} and not modified by any other rules. For the calculus rules, the only relevant case is the splitting rule, which only produces splits where \( \varphi = \emptyset \) and \( b = \text{left} \).

Next we show that clause labels are correctly inherited throughout derivations:

**Lemma 4.3 (Minimality of parent labels).** Let \( D \) be a derivation, \( \Psi_i : N_i \) an arbitrary labelled clause set in \( D \), and \( l \in \text{levels}(\Psi_i) \), and let \( k \) be maximal such that \( k \leq i \) and the splitting rule was applied at step \( k \) of \( D \) with \( l \) as the split level of the conclusion. Furthermore, let \( L \) be the label of the premise at step \( k \). Then for any \( L' : C \in N_i \cup \bigcup_{j=1}^p D_j \) with \( l \in L' \), we have \( L \subseteq L' \).

**Proof.** It is easy to see that the property is maintained by all stack reduction rules, since no new clauses are added, except for rule \textsc{Right-collapse}, in which case the statement easily follows from the definition of the new empty clause’s label. Now consider the calculus rules. The only interesting case is resolution, but again, it is easy to see that the property is maintained by the definition of the label of the conclusion.

### 4.3.1 Label-validity

We now establish the concept of label validity, which will justify our use of the notation \( b_j \) when referring to an element of a clause label or leaf marker (in the sense that it will guarantee the existence of split \( \psi_j \) with split level \( l_j \)).
Definition 4.2 (Label-validity). Let $\Psi_i : N_i$ be a labelled clause set.

1. We say that the active set $N_i$ is label-valid, if $L \subseteq \text{levels}(\Psi)$ for every $L : \Gamma \rightarrow \Delta \in N_i$;

2. we say that some inactive set $N^k_i \in N_i$ is label-valid, if $L \subseteq \{l_1, \ldots, l_k\}$ for every $L : \Gamma \rightarrow \Delta \in N^k_i$;

3. finally, we say that a leaf-marker $\varphi_j = \{L\}$ is label-valid, if $L \subseteq \{l_1, \ldots, l_j\}$.

We call the labelled clause set $\Psi_i : N_i$ label-valid, if its active set, all its inactive sets and all its leaf markers are label-valid.

Lemma 4.4 (Split deletion and label-validity). Let $\Psi : N$ be an arbitrary labelled clause set, let $m \in \{1, \ldots, n\}$ be arbitrary and assume that for all $j > m$, the parent clause of split $j$ does not depend on $l_m$, and that $\varphi_j = \emptyset$. Then $\Psi' : N' := \text{delete split}(\Psi : N, m)$ is label-valid if $\Psi : N$ is label-valid.

Proof. 

1. Label-validity of $N' = (N \cup D_k \cup \bigcup_{j \in \mathcal{R}} D_j)|_{\text{levels}(\Psi')}$ is immediate.

2. Let $k \in \{1, \ldots, n-1\} \setminus \{m\}$ be arbitrary. Splitting is the only rule extending the blocked set $B'_k$, and by definition of the splitting rule, all clauses in $B'_k$ have the label $L \cup \{l_k\}$, where $L$ is the label of the parent clause of split $k$. Hence by assumption, no clause in $B'_k$ depends on $l_m$. Therefore $N'^k = (N' \cup \bigcup_{j=1}^m D'_j)|_{\text{levels}(\Psi')} \cup B'_k$ is label-valid.

3. Let $k \in \{1, \ldots, n-1\} \setminus \{m\}$ again be arbitrary. If $k < m$, then $\varphi'_k$ is label-valid by assumption. If $k \geq m$, then $\varphi'_k = \emptyset$ by assumption, and hence $\varphi'$ is trivially label-valid.

Lemma 4.5 (Stack reductions maintain label-validity). Let $\Psi_i : N_i$ be an arbitrary labelled clause set in a derivation, and assume that $\Psi_i : N_i \rightarrow \Psi'_i : N'_i$. Then $\Psi'_i : N'_i$ is label-valid if $\Psi_i : N_i$ is label-valid.

Proof. Assume $\Psi_i : N_i$ is label-valid. We distinguish which rule was applied to obtain $\Psi'_i : N'_i$.

BACKJUMP: Follows directly with Lemma 4.4.

BRANCH-CONDENSE: Follows again with Lemma 4.4. Note that the assumptions of Lemma 4.4 are fulfilled: Since $l_{k_{\max}}$ is the greatest split level (below the last backtracking level) that the empty clause doesn’t depend on, it follows by Lemma 4.3 that the parent clauses of all splits below $k_{\max}$ don’t depend on $l_{k_{\max}}$ either. Furthermore, since for all $j > k_{\max}$, it holds that $b_j = \text{left}$, we know by Lemma 4.2 that $\varphi_j = \emptyset$. 

4.3. Properties of Derivations

**Right-collapse:** Like in the Backjump-case, Lemma 4.4 guarantees label-validity of all clauses, except the new empty clause $L : \Box$. Hence we need to show that $L \subseteq \text{levels}(\Psi')$. But this is obvious, since by assumption, both $L_1$ and $L_2$ are subsets of $\text{levels}(\Psi)$, and by the definition of $L$, we know that $l_n \notin L$.

**Enter-right:** We again use Lemma 4.4, and note that the new leaf marker is label-valid, since the empty clause $L : \Box$ was label-valid by assumption.

We now show that label-validity is an invariant of any derivation.

**Proposition 4.1 (Label-validity in derivations).** Any labelled clause set in any derivation is label-valid.

**Proof.** Let $\Psi_0 : N_0 \rhd \Psi_1 : N_1 \rhd \ldots$ be an arbitrary derivation. We show that any $\Psi_i : N_i$ is label-valid by induction over the derivation. Clearly, $\Psi_0 : N_0$ is label-valid, since $\Psi_0$ is empty. For the inductive case, we assume $\Psi_{i-1} : N_{i-1}$ is label-valid and distinguish which calculus rule was applied to obtain $\Psi_i : N_i$. For backtracking, the result follows with Lemma 4.5. In the case of splitting, we know by induction hypothesis that $L \subseteq \text{levels}(\Psi_{i-1})$, hence also $L' \subseteq \text{levels}(\Psi_i)$ and therefore $N_i$ is label-valid since $N_{i-1}$ is label-valid by induction hypothesis. Label-validity of the $N_i^k$ and the leaf markers is obvious. For resolution, note that the union of two valid labels is again valid. Finally, the subsumption deletion and factoring cases are trivial.

### 4.3.2 Path-validity

We now define a property of labelled clause sets, path-validity, which states that the clauses in the active and deleted sets follow logically from the initial clause set and all active split clauses, and that the initial clause set together with the active split clauses described by a leaf marker is unsatisfiable.

**Definition 4.3 (Path-validity).** Let $\Psi_i : N_i$ be a labelled clause set in a derivation. We call $\Psi_i : N_i$ path-valid, if

1. $N_0 \cup \bigcup_{l_j \in L} s(j) \models C$ for every $L : C \in N_i \cup \bigcup_{j=1}^n D_j$, and

2. $N_0 \cup \bigcup_{l_j \in L \setminus \{l_k\}} s(j) \cup \bigcup_{l_j \in L \cap \{l_k\}} s^1(j) \models \bot$ for every $\varphi_k = \{L\}$.

**Lemma 4.6 (Stack reductions maintain path-validity).** Let $\Psi_i : N_i$ be an arbitrary labelled clause set in a derivation, and assume that $\Psi_i : N_i \rightarrow \Psi'_i : N'_i$. Then $\Psi'_i : N'_i$ is path-valid if all $\Psi_j : N_j$ are path-valid, for $j \in \{0, \ldots, i\}$.

**Proof.** Assume all $\Psi_j : N_j$ are path-valid, for $j \in \{0, \ldots, i\}$. We distinguish which rule was applied to obtain $\Psi'_i : N'_i$. The cases BACKJUMP and BRANCH-CONDENSE follow immediately by assumption, since $(N'_i \cup \bigcup_{j=1}^{n-1} D'_j) \subseteq (N_i \cup \bigcup_{j=1}^n D_j)$, and leaf markers are not extended.
Right-collapse: Let

\[ M_1 := N_0 \cup \bigcup_{l_j \in L_1 \setminus \{ l_n \}} s(j) \cup \bigcup_{l_j \in L_1 \cap \{ l_n \}} s^1(j), \]

\[ M_2 := N_0 \cup \bigcup_{l_j \in L_2} s(j), \]

and

\[ M := N_0 \cup \bigcup_{l_j \in L} s(j). \]

By assumption, \( M_1 \models \bot \) and \( M_2 \models \bot \). In the case where \( L = L_1 \cap L_2 \), we immediately get \( M \models \bot \) since \( M_1 \subseteq M \) or \( M_2 \subseteq M \). For the case where \( L = L_1 \cup L_2 \setminus \{ l_n \} \), there are two possibilities:

1. If \( l_n \in L_1 \cap L_2 \), then \( s^1(n) \in M_1 \) and \( s^2(n) \in M_2 \). Assume the kth step of the derivation was the last splitting step, i.e. the step that produced split \( n \). Assume the parent clause was \( L' : \Gamma_1, \Gamma_2 \rightarrow \Delta_1, \Delta_2 \), hence \( s^1(n) = \Gamma_1 \rightarrow \Delta_1 \) and \( s^2(n) = \Gamma_2 \rightarrow \Delta_2 \). Since no further splitting step occurred after step \( k \), we know that \( L' \subseteq L_1 \) and \( L' \subseteq L_2 \). By assumption, we also know that \( N_0 \cup \bigcup_{l_j \in L} s(j) \models s^1(n) \lor s^2(n) \). But since \( M_1 \models \bot \) and \( M_2 \models \bot \), it follows that \( N_0 \cup \bigcup_{l_j \in L} s(j) \models \bot \) and therefore \( M \models \bot \), since \( L' \subseteq L \).

2. If \( L_1 \not\subseteq L_2 \) and \( L_2 \not\subseteq L_1 \), then either \( L_1 \subseteq L \) or \( L_2 \subseteq L \), hence either \( M_1 \subseteq M \) or \( M_2 \subseteq M \), so \( M \models \bot \) follows immediately.

Enter-right: By assumption that \( N_0 \cup \bigcup_{l_j \in L} D_j \models \bot \), for the empty clause \( L : \Box \).

This immediately implies statement 2, since the only new leaf marker is \( \varphi'_n = \{ L \} \). Let us show that the blocked clauses \( B'_n = \{ s^2(n) \} \) are also path-valid: Again let \( L' : \Gamma_1, \Gamma_2 \rightarrow \Delta_1, \Delta_2 \) be the parent clause of split \( n \). By assumption, \( N_0 \cup \bigcup_{l_j \in L'} s(j) \models s^1(n) \lor s^2(n) \). Since \( l_n \in L \), we know that \( N_0 \cup \bigcup_{l_j \in L} s(j) \cup \{ s^1(n) \} \models \bot \) and hence \( N_0 \cup \bigcup_{l_j \in L} s(j) \models s^2(n) \).

\[
\begin{proof}
\end{proof}

Proposition 4.2 (Path-validity in derivations). Any labelled clause set in any derivation is path-valid.

Proof. Let \( \Psi_0 : N_0 \gg \Psi_1 : N_1 \gg \ldots \) be an arbitrary derivation. We show that any \( \Psi_i : N_i \) is path-valid by induction over the derivation. Clearly, \( \Psi_0 : N_0 \) is path-valid.

For the inductive case, we assume all \( \Psi_j : N_j \) are path-valid, for \( j \in \{ 0, \ldots, i - 1 \} \), and distinguish which calculus rule was applied to obtain \( \Psi_i : N_i \).

- For splitting, we are adding the left split clause to the active set, so \( s(n) = s^1(n) \in N_i \) and path-validity is trivially maintained.
- For backtracking, the statement follows by induction hypothesis and Lemma 4.6.
– Since resolution is sound, we know that the conclusion follows logically from the premises. The statement then follows from the fact that the conclusion’s label is the union of both premises’ labels.

– For subsumption deletion, the statement follows from the fact that

\[ N_i \cup \bigcup_{j=1}^{n} D_j \subseteq N_{i-1} \cup \bigcup_{j=1}^{n} D_{j-1} \]

and induction hypothesis.

– The factoring case is trivial, since the conclusion follows logically from the premise.

4.3.3 Some Derivation Invariants

**Corollary 4.1 (Restriction expansion).** Let \( \Psi_i : N_i \) be an arbitrary labelled clause set in a derivation, and let \( M \subseteq \text{levels}(\Psi_i) \) and \( k \in \{1, \ldots, n\} \). If \( (N_i \cup \bigcup_{j=1}^{n} D_j)|_M \cup \{s(k)\} \) is satisfiable, then \( (N_i \cup \bigcup_{j=1}^{n} D_j)|_{M \cup \{l_k\}} \) is satisfiable.

**Proof.** Let \( L : C \in (N_i \cup \bigcup_{j=1}^{n} D_j)|_{M \cup \{l_k\}} \setminus (N_i \cup \bigcup_{j=1}^{n} D_j)|_M \cup \{s(k)\} \). By Proposition 4.2, \( L : C \) follows logically from \( (N_i \cup \bigcup_{j=1}^{n} D_j)|_M \cup \{s(k)\} \).

The following proposition follows trivially from the definition of subsumption deletion:

**Proposition 4.3 (Existence of a subsumption deletion step).** Let \( D \) be a derivation and \( \Psi_k : N_k \) an arbitrary labelled clause set in \( D \). For each \( L : C \) in any \( D^k_j \), there exists \( k' \leq k \) such that subsumption deletion was applied at step \( k' \) of \( D \) with \( L : C \) the subsumed clause, and a subsuming clause with split level \( l_j \).

**Proof.** By induction over the derivation, and induction over sequences of stack reductions for the backtracking case: For \( \Psi_0 \), all \( D_j \) are empty, and subsumption deletion is the only rule extending sets of deleted clauses, no stack reduction rule extends sets of deleted clauses.

**Proposition 4.4 (Existence of subsuming clauses).** Let \( D \) be a derivation, \( \Psi_k : N_k \) an arbitrary labelled clause set in \( D \), and \( L : C \in D^k_j \) for some \( j \). Furthermore, let \( k' \) be maximal such that subsumption deletion was applied at step \( k' \) of \( D \) with \( L : C \) as subsumed clause, and a subsuming clause with split level \( l_j \). Then for all \( \Psi_i : N_i \) with \( i \in \{k', k' + 1, \ldots, k\} \):

1. \( L : C \in D^i_j \), where \( l^i_{j,n} = l^k_{j,n} \), and

2. there exists a clause \( L' : C' \) with split level \( l_j \), such that \( L' : C' \) subsumes \( L : C \) and either \( L' : C' \in N_i \) or \( L' : C' \in D^l_j \) for some \( l \in \text{levels}(\Psi_i) \). Furthermore, if \( L' : C' \in D^l_j \), then it holds that \( h > k' \), where \( h \) is maximal such that subsumption deletion was applied at step \( h \) of \( D \) with \( L' : C' \) as subsumed clause, and there exists a clause \( L'' : C'' \in N_i \) that subsumes \( L : C \).
4. CORRECTNESS

Proof. First of all, note that $k'$ exists, by Proposition 4.3. We first show 1. By definition of subsumption deletion, $L : C \in D^k_j$ where $l^k_j = t^k_j$. Assume for contradiction that there exists some $i \in \{k' + 1, \ldots, k - 1\}$ such that $L : C \notin D^i_j$ for $l^i_j = t^i_j$.

Since $L : C \in D^k_j$, and subsumption deletion is the only rule extending the deleted sets, one of the steps $k' + 1, \ldots, k$ must have been a subsumption step with $L : C$ as subsumed clause and a subsuming clause with split level $l_j$. This is a contradiction to the maximality of $k'$.

Let us now show 2. We first show the property is maintained by all stack reduction rules. So let $i \in \{k', \ldots, k - 1\}$ and assume there exists a clause $L' : C'$ with split level $l_j$, such that $L' : C'$ subsumes $L : C$ and either $L' : C' \in N_i$ or $L' : C' \in D^i_j$ for some $l \in \text{levels}(\Psi_i)$, and assume $\Psi_i : N_i \rightarrow \Psi'_i : N'_i$. Note that any stack reduction rule invokes $\text{delete}_\text{split}(\Psi_i : N_i, m)$ for some $m \in \text{levels}(\Psi_i)$ (e.g., $m = k_{\text{max}}$ for \text{BRANCH-CONDENSE}). We know that $l_m \notin L'$, since otherwise we would have $D^j_i = \emptyset$ (where $l'_j = l_j$) by definition of $\text{delete}_\text{split}(\Psi_i : N_i, m)$, a contradiction to 1. So $L' : C'$ does not depend on $l_m$, and hence if $L' : C' \in N_i$, then also $L' : C' \in N'_i$. On the other hand, if $L' : C' \in D^i_j$, then either $L' : C' \in D^i_j$, or $L' : C' \in N'_i$ if $l \in R \cup \{l_m\}$.

We now show that the property indeed holds for all $\Psi_i : N_i$ with $i \in \{k', k' + 1, \ldots, k\}$, by induction on $i$. We have already shown that it holds for $i = k'$. For the inductive step, assume it holds for $i - 1$. The cases splitting, resolution and factoring are trivial, and the backtracking case follows from the above discussion. In the case of subsumption deletion, it is easy to see that the property is maintained if the subsumed clause does not itself subsume $L : C$. So let $h = i$ be maximal such that step $h$ of $\mathcal{D}$ is subsumption deletion with $L' : C'$ as subsumed clause, $L'' : C''$ as subsuming clause, let $l_m$ be the split level of $L'' : C''$ and assume that $L' : C'$ subsumes $L : C$. Observe that if $l_m \neq \text{max}(L')$, then $L' : C' \in D^h_m$, by definition of subsumption deletion, and so property 2. holds. On the other hand, if $l_m = \text{max}(L')$, then $L' : C'$ is removed. But since the subsuming clause also subsumes $L : C$ and is in $N_h$, property 2 still holds.

\begin{corollary}[Active clause sets and deleted clauses] Let $\Psi_i : N_i$ be an arbitrary labelled clause set in a derivation, where $\Psi_i$ has length $n$. Then $N_i$ is satisfiable if and only if $N_i \cup \bigcup_{j=1}^n D_j$ is satisfiable.
\end{corollary}

\textbf{Proof.} For the forward direction, we know by Proposition 4.4 that for every clause $L : C$ in any $D_j$, there exists a subsuming clause in $N_i$. Hence $N_i \cup \bigcup_{j=1}^n D_j$ is satisfiable if $N_i$ is satisfiable. The backward direction is trivial.

\begin{lemma}[Split deletion and inactive clause sets] Let $\Psi : N$ be an arbitrary labelled clause set with $\Psi$ of length $n$, and let $m \in \{1, \ldots, n\}$ be such that for all $j > m$, the parent clause of split $j$ does not depend on $l_m$, and let $\Psi' : N' = \text{delete}_\text{split}(\Psi : N, m)$. Then for all $k \in \{1, \ldots, n - 1\}$,

$$N'^k = \begin{cases} N^k & \text{if } k < m, \\ N^{k+1} & \text{if } k \geq m. \end{cases}$$

\end{lemma}
4.3. Properties of Derivations

Proof. Assume \( k < m \), and let \( L := \{l'_1, \ldots, l'_{k-1}\} = \{l_1, \ldots, l_{k-1}\} \). Then

\[
N^k = (N' \cup \bigcup_{j=1}^{n-1} D'_j) \mid L \cup B'_k
\]

\[
= \left( (N \cup D_m \cup \bigcup_{l_j \in R} D_j) \mid_{\text{levels}(\Psi')} \cup \bigcup_{j=1}^{n-1} D'_j \right) \mid_L \cup B_k \quad (1)
\]

\[
= \left( (N \cup D_m \cup \bigcup_{l_j \in R} D_j \cup \bigcup_{j=1}^{m-1} D_j \cup \bigcup_{j=m+1}^{n} D_j) \mid_{\text{levels}(\Psi')} \right) \mid_L \cup B_k \quad (2)
\]

\[
= (N \cup \bigcup_{j=1}^{n} D_j) \mid L \cup B_k
\]

\[
= N^k.
\]

Equation (1) is obtained by plugging in the definition of \( N' \), and observing that \( B'_k = B_k \). For equation (2), we use the fact that \( \bigcup_{j=1}^{n-1} D'_j = \bigcup_{j=1}^{m-1} D_j \mid_{\text{levels}(\Psi')} \cup \bigcup_{j=m+1}^{n} D_j \mid_{\text{levels}(\Psi')} \) because of level shifting. Finally, equation (3) follows from the fact that \( L \subseteq \text{levels}(\Psi') \).

Now assume \( k \geq m \), and let \( L := \{l'_1, \ldots, l'_{k-1}\} \). Note that

\[
L = \begin{cases} 
\{l_1, \ldots, l_{m-1}\} & \text{if } k = m \\
\{l_1, \ldots, l_{m-1}, l_{m+1}, \ldots, l_k\} & \text{if } k > m
\end{cases}
\]

or, in other words, \( L = \{l_1, \ldots, l_k\} \setminus \{l_m\} \). Hence

\[
N^k = (N' \cup \bigcup_{j=1}^{n-1} D'_j) \mid L \cup B'_k
\]

\[
= \left( (N \cup D_m \cup \bigcup_{l_j \in R} D_j \cup \bigcup_{j=1}^{m-1} D_j \cup \bigcup_{j=m+1}^{n} D_j) \mid_{\text{levels}(\Psi')} \right) \mid_L \cup B_{k+1} \quad (1)
\]

\[
= (N \cup \bigcup_{j=1}^{n} D_j) \mid_{\{l_1, \ldots, l_k\} \setminus \{l_m\}} \cup B_{k+1} \quad (2)
\]

\[
= N^{k+1}_{\setminus \{l_m\}}.
\]

We again use \( L \subseteq \text{levels}(\Psi') \) for equation (2), and the assumption that the splits below \( m \) do not depend on \( l_m \).

4.3.4 Preservation of Satisfiability in Derivations

We can now tackle the preservation of labelled clause set satisfiability, as discussed in Section 4.2. We again begin by showing that satisfiability is preserved by each of the stack reduction rules.
24 4. CORRECTNESS

Lemma 4.8 (Backjump maintains satisfiability). Let \( \Psi_i : N_i \) be an arbitrary labelled clause set in a derivation, and assume \( \Psi_i : N_i \rightarrow \Psi'_i : N'_i \) with rule Backjump. Then \( \Psi_i : N_i \) is satisfiable if and only if \( \Psi'_i : N'_i \) is satisfiable.

Proof. Clearly, \( N_i \) is unsatisfiable, since \( L : \Box \in N_i \). Furthermore, if \( N^i_n \in N_i \) exists – this is the case if \( l_n = \text{left} \) – then \( L : \Box \in N^i_n \), since \( l_n \notin L \), and thus \( N^i_n \) is unsatisfiable. Hence \( \Psi_i : N_i \) is satisfiable if and only if some \( N^k_i \in N_i \) is satisfiable, for \( k < n \). On the other hand, \( L : \Box \in N'_i \) since \( l_n \notin L \), thus \( N'_i \) is also unsatisfiable. Therefore, \( \Psi'_i : N'_i \) is satisfiable if and only if some \( N'^k_i \in N'_i \) is satisfiable. The statement then follows directly with Lemma 4.7.

Lemma 4.9 (Branch-condense maintains satisfiability). Let \( \Psi_i : N_i \) be an arbitrary labelled clause set in a derivation, and assume \( \Psi_i : N_i \rightarrow \Psi'_i : N'_i \) with rule Branch-condense. Then \( \Psi_i : N_i \) is satisfiable if and only if \( \Psi'_i : N'_i \) is satisfiable.

Proof. Again, \( N_i \) is unsatisfiable, since \( L : \Box \in N_i \). Because \( l_{k_{\max}} \notin L \), we also know \( L : \Box \in N'_i \), and thus \( N'_i \) is unsatisfiable. By Lemma 4.7, we know that \( N^k_i = N'^k_i \) for \( k < k_{\max} \). Hence it suffices to show that there exists a satisfiable \( N^k_i \in N_i \) with \( k \in \{k_{\max}, \ldots, n\} \) if and only if there exists a satisfiable \( N'^k_i \in N'_i \) with \( k' \in \{k_{\max}, \ldots, n-1\} \). Also note that since \( b_k = \text{left} \) for all \( k \in \{k_{\max}, \ldots, n\} \), we have \( N_i = \{N^1_{k_{\max}}, N^2_{k_{\max}+1}, \ldots, N^n_{k_{\max}}\} \).

For the forward direction, let us first assume that \( N^1_{k_{\max}} \) is satisfiable. We show that there exists a satisfiable \( N^k_i \in N_i \) with \( k \in \{k_{\max}, \ldots, n-1\} \), by induction on \( k \). For each \( k \), we show that either

\[ N_i^{{k_{\max}}-1} = N_i^{{k_{\max}}-1}, \overbrace{N_i^{{k_{\max}}} = N_i^{{k_{\max}}+1}}^{(k_{\max})} \overbrace{N_i^{{k_{\max}}+1}} \]

\[ N_i^n = N_i^n \]

Figure 4.2: Illustration of the proof of Lemma 4.9.
4.3. Properties of Derivations

1. $N^k_i$ is satisfiable, or

2. $(N_i \cup \bigcup_{j=1}^{n} D_j)|_{\{l_1, \ldots, l_{k+1}\}\setminus \{l_{k_{\text{max}}}\}}$ is satisfiable.

Since we know

\[(N_i \cup \bigcup_{j=1}^{n} D_j)|_{\{l_1, \ldots, l_{k_{\text{max}}}\}} \text{ is unsatisfiable,}
\]

it follows that there must be a satisfiable $N^k_i \in N'_i$.

We have assumed

\[N^k_{\text{max}} = (N_i \cup \bigcup_{j=1}^{n} D_j)|_{\{l_1, \ldots, l_{k_{\text{max}}-1}\} \cup B_{k_{\text{max}}}}
\]

to be satisfiable, hence also $(N_i \cup \bigcup_{j=1}^{n} D_j)|_{\{l_1, \ldots, l_{k_{\text{max}}-1}\}}$ is satisfiable – this provides the induction base.

For the inductive step, let $k \geq k_{\text{max}}$ and assume that

\[(N_i \cup \bigcup_{j=1}^{n} D_j)|_{\{l_1, \ldots, l_k\}\setminus \{l_{k_{\text{max}}}\}}
\]

is satisfiable. Assume parent clause of the $k + 1$st split of $\Psi'_i$ (or the $k$th split of $\Psi_i$) was $L' : s^1(k + 1) \lor s^2(k + 1)$. Since $l_{k+1} \in L$, we know by Lemma 4.3 that $L' \subseteq L$.

Since $l_{k_{\text{max}}} \notin L$, we also have $l_{k_{\text{max}}} \notin L'$. But then, by path-validity (Proposition 4.2), we know that

\[(N_i \cup \bigcup_{j=1}^{n} D_j)|_{\{l_1, \ldots, l_k\}\setminus \{l_{k_{\text{max}}}\}} \models s^1_{\Psi_i}(k + 1) \lor s^2_{\Psi_i}(k + 1).
\]

Hence either

1. $(N_i \cup \bigcup_{j=1}^{n} D_j)|_{\{l_1, \ldots, l_k\}\setminus \{l_{k_{\text{max}}}\}} \cup \{s^1_{\Psi_i}(k + 1)\}
\]

is satisfiable, but then by Corollary 4.1, also

\[(N_i \cup \bigcup_{j=1}^{n} D_j)|_{\{l_1, \ldots, l_k, l_{k+1}\}\setminus \{l_{k_{\text{max}}}\}}
\]

is satisfiable.

2. Or

\[(N_i \cup \bigcup_{j=1}^{n} D_j)|_{\{l_1, \ldots, l_k\}\setminus \{l_{k_{\text{max}}}\}} \cup \{s^2_{\Psi_i}(k + 1)\} = N^{k+1}_i|_{\{l_{k_{\text{max}}}\}}
\]

is satisfiable. By Lemma 4.7, we have $N^{k+1}_i|_{\{l_{k_{\text{max}}}\}} = N^{k+1}_i$, hence $N^{k+1}_i$ is satisfiable.

Still for the forward direction, let us now assume that some $N^k_i$ is satisfiable, for $k \in \{k_{\text{max}} + 1, \ldots, n\}$. Then it immediately follows with Lemma 4.7 that $N^{k-1}_i = N^{k-1}_i|_{\{l_{k_{\text{max}}}\}}$ is satisfiable.
Let us now prove the backward direction. So assume $N_i^{k'}$ is satisfiable, for some $k \in \{k_{\text{max}}, \ldots, n - 1\}$. Again by Lemma 4.7,

\[ N_i^{k'} = N_i^{k+1} = (N_i \cup \bigcup_{j=1}^{n} D_j)\{l_1, \ldots, l_k\}\{l_{k_{\text{max}}}\} \cup B_{k+1} \]

is satisfiable. By path-validity (Proposition 4.2), we know that

\[ (N_i \cup \bigcup_{j=1}^{n} D_j)\{l_1, \ldots, l_{k_{\text{max}}-1}\} = s_1^1 \Psi_i(k_{\text{max}}) \lor s_2^2 \Psi_i(k_{\text{max}}) . \]

Hence we again distinguish two cases:

1. Either

\[ (N_i \cup \bigcup_{j=1}^{n} D_j)\{l_1, \ldots, l_{k_{\text{max}}-1}\} \cup \{s_1^1 \Psi_i(k_{\text{max}})\} \cup B_{k+1} \]

is satisfiable. But then also

\[ (N_i \cup \bigcup_{j=1}^{n} D_j)\{l_1, \ldots, l_{k_{\text{max}}-1}\} \cup B_{k+1} = N_i^{k+1} \]

is satisfiable.

2. Or

\[ (N_i \cup \bigcup_{j=1}^{n} D_j)\{l_1, \ldots, l_{k_{\text{max}}-1}\} \cup \{s_2^2 \Psi_i(k_{\text{max}})\} \cup B_{k+1} \]

hence also

\[ (N_i \cup \bigcup_{j=1}^{n} D_j)\{l_1, \ldots, l_{k_{\text{max}}-1}\} \cup B_{k_{\text{max}}} \]

is satisfiable, since $B_{k_{\text{max}}} = \{s_2^2 \Psi_i(k_{\text{max}})\}$. ■
Lemma 4.10 (Right-collapse maintains satisfiability). Let $\Psi_i : N_i$ be an arbitrary labelled clause set in a derivation, and assume $\Psi_i : N_i \rightarrow \Psi'_i : N'_i$ with rule Right-collapse. Then $\Psi_i : N_i$ is satisfiable if and only if $\Psi'_i : N'_i$ is satisfiable.

Proof. First note that $L_2 : \square \in N_i$ and $L : \square \in N'_i$; hence both $N_i$ and $N'_i$ are unsatisfiable. Thus it suffices to show that there exists a satisfiable $N_i^{k'} \in N'_i$ if and only if there is a satisfiable $N_i^k \in N_i$. By Lemma 4.7 and definition of Right-collapse, we obtain that for all $N_i^{k'} \in N'_i$,

$$N_i^{k'} = \begin{cases} N_i^k \cup \{L : \square\} & \text{if } k > \max(L) \\ N_i^k & \text{otherwise.} \end{cases}$$

For the first case, use the fact that for $k > \max(L)$, we have $L \subseteq \{1, \ldots, k\}$, and path-validity (Proposition 4.2). The second case is immediate.

Lemma 4.11 (Enter-right maintains satisfiability). Let $\Psi_i : N_i$ be an arbitrary labelled clause set in a derivation, and assume $\Psi_i : N_i \rightarrow \Psi'_i : N'_i$ with rule Enter-right. Then $\Psi_i : N_i$ is satisfiable if and only if $\Psi'_i : N'_i$ is satisfiable.

Proof. Again because of the empty clause, $N_i$ is unsatisfiable. Furthermore, by Lemma 4.7, $N_i^{k'} = N_i^k$ for $k < n$. Thus it suffices to show that $N_i^n$ is satisfiable if and only if $N'_i$ is satisfiable. The forward direction is immediate since $N'_i \subseteq N_i^n$. For the backward direction, assume that $N'_i$ is satisfiable. We show that then $N_i^n$ must also be satisfiable. So let $L : C \in N_i^n \setminus N'_i$ be arbitrary but fixed. Let us show that $L : C$ is redundant with respect to $N'_i$. We inductively define integers $j_i$ and $k_i$, and clauses $L_1 : C_1$ for $l \geq 1$ as follows: By definition of $N_i^n$ and $N'_i$, we know that $L : C \in D_{j_1}$ such that $l_{j_1} \not\in R \cup \{l_n\}$, and $l_n \not\in L$. Let $k_1$ be the step of the derivation where $L : C$ was subsumed ($k_1$ exists by Proposition 4.3). By Proposition 4.4, there exists a clause $L_1 : C_1 \in N_i \cup \bigcup_{j=1}^{n} D_j$ such that $L_1 : C_1$ subsumes $L : C$ and $\max(L_1) = l_{j_1}$.

- If $l_n \in L_1$, then we know $L : C \in N'_i$, by definition of delete-split.
- Otherwise, if $l_n \not\in L_1$
  - If $L_1 : C_1 \in N_i$, then also $L : C \in N'_i$, by definition of delete-split.
  - Otherwise, $L_1 : C_1 \in D_{j_2}$. Let $k_2$ be the step of the derivation where $L_1 : C_1$ was subsumed. By Proposition 4.4, we know that $k_2 > k_1$, and that there exists $L_2 : C_2$ with $\max(L_1) = l_{j_1}$, such that $L_2 : C_2$ subsumes $L_1 : C_1$ and hence also subsumes $L : C$.

Clearly, some $k_m$ will be the last subsumption step in the derivation where $L_{m-1} : C_{m-1} \in D_{j_m}$. The clause $L_m : C_m$ subsumes $L_{m-1} : C_{m-1}$ and hence also subsumes $L : C$; but $L_m : C_m$ was not itself subsumed. Therefore, $L_m : C_m \in N_i$.

- If $l_n \in L_m$, then $L_{m-1} : C_{m-1} \in N'_i$, by definition of delete-split.
- Otherwise $l_n \not\in L_m$, but then $L_m : C_m \in N'_i$, by definition of delete-split.
Both $L_{m-1}: C_{m-1}$ and $L_m: C_m$ subsume $L: C$, hence in both cases, the clause $L: C$ is redundant with respect to $N_i^i$.

**Proposition 4.5 (Calculus rules maintain satisfiability).** Let $\Psi_i: N_i$ be an arbitrary labelled clause set in a derivation, and assume $\Psi_i: N_i \Rightarrow \Psi_{i+1}: N_{i+1}$. Then $\Psi_i: N_i$ is satisfiable if and only if $\Psi_i: N_{i+1}$ is satisfiable.

**Proof.** Let $n$ be the length of $\Psi_i$. We distinguish which rule was applied to obtain $\Psi_{i+1}: N_{i+1}$.

- The cases resolution and factoring are trivial, since the conclusion follows logically from the premises.
- For the splitting case, let us first observe that $N_{i+1}$ has length $n + 1$, and that for all $1 \leq k \leq n$,

  $$N_{i+1}^k = (N_{i+1} \cup \bigcup_{j=1}^{n+1} D_j^{i+1})|_{\{l_1, \ldots, l_{k-1}\}} \cup B_i^{i+1}$$

  $$= (N_i \cup \bigcup_{j=1}^{n} D_j^i)|_{\{l_1, \ldots, l_{k-1}\}} \cup B_i^i$$

  $$= N_i^k.$$

  Thus it suffices to show that $N_i$ is satisfiable if and only if $N_{i+1}$ or $N_{i+1}^{n+1}$ is satisfiable. By definition of the splitting rule, we have $N_{i+1} = N_i \cup \{L': \Gamma_1 \rightarrow \Delta_1\}$ and

  $$N_{i+1}^{n+1} = (N_{i+1} \cup \bigcup_{j=1}^{n+1} D_j^{i+1})|_{\{l_1, \ldots, l_{n}\}} \cup B_{n+1}^{i+1}$$

  $$= (N_i \cup \bigcup_{j=1}^{n} D_j^i)|_{\{l_1, \ldots, l_{n}\}} \cup \{L': \Gamma_2 \rightarrow \Delta_2\}$$

  since $l_{n+1} \in L'$ and thus $N_{i+1}|_{\{l_1, \ldots, l_{n}\}} = N_i$, and the sets of deleted clauses are not changed by splitting. By Corollary 4.2, satisfiability of $N_i \cup \bigcup_{j=1}^{n} D_j^i$ is equivalent to satisfiability of $N_i$, hence $N_{i+1}^{n+1}$ is satisfiable if and only if $N_i \cup \{L': \Gamma_2 \rightarrow \Delta_2\}$. Therefore, it suffices to show that $N_i$ is satisfiable if and only if $N_i \cup \{L': \Gamma_1 \rightarrow \Delta_1\}$ or $N_i \cup \{L': \Gamma_2 \rightarrow \Delta_2\}$ is satisfiable, and this is immediate since $\Gamma_1 \rightarrow \Delta_1$ and $\Gamma_2 \rightarrow \Delta_2$ are variable-disjoint.

- For backtracking, we use induction over the stack reductions together with Lemmata 4.8 to 4.11.

- For subsumption deletion, observe that $N_i$ and $N_{i+1}$ are equisatisfiable, since the subsuming clause $L_1: \Gamma_1 \rightarrow \Delta_1$ is still in $N_{i+1}$.

\[\blacksquare\]
4.4 Soundness and Completeness

In this section, we prove the soundness of the labelled calculus, and we show completeness for the case where only a finite number of splitting steps are allowed.

**Theorem 4.1 (Soundness).** Let \( N \) be an arbitrary clause set. Let \( N_0 := \{ \emptyset : C \mid C \in N \} \) be the associated set of labelled clauses, let \( \Psi_0 := \langle \rangle \), and let \( \Psi_0 : N_0 \triangleright^* \Psi_m : N_m \) be an arbitrary derivation starting with \( \Psi_0 : N_0 \). Then \( \Psi_m : N_m \) is satisfiable if \( \Psi_0 : N_0 \) is satisfiable.

**Proof.** By induction over the derivation, using Proposition 4.5.

To prove general completeness, the usual notion of fairness for derivations needs to be extended to take the splitting operation into account. While this is not difficult to do, it is beyond the scope of this thesis. However, a completeness result can be obtained if we assume a finite number of splitting steps for any given derivation.

**Theorem 4.2 (Completeness for finite splitting).** Let \( N \) be an arbitrary clause set. Let \( N_0 := \{ \emptyset : C \mid C \in N \} \) be the associated set of labelled clauses, and let \( \Psi_0 := \langle \rangle \). If \( N \) is unsatisfiable, then any fair derivation with finite splitting and exhaustive application of the other calculus rules yields the empty clause \( \emptyset \).

**Proof.** Assume \( N \) is unsatisfiable. Let \( m \in \mathbb{N} \) be the maximal number of splitting steps allowed. Let \( \Psi_0 : N_0 \triangleright^* \Psi_k : N_k \) be a derivation such that step \( k \) was the \( m \)th application of the splitting rule. By Proposition 4.5, \( \Psi_k : N_k \) is unsatisfiable. We now show by induction over the number of inactive clause sets, that we eventually derive the empty clause \( \emptyset \). By fairness and completeness of general resolution, the empty clause will be derived by any fair application of the rules resolution, factoring and subsumption deletion to an unsatisfiable set of labelled clauses. Once the empty clause has been derived in the active clause set, the only rule eventually applicable is backtracking (since splitting is forbidden), which makes the number of inactive clause sets strictly smaller. Eventually, either an empty clause with label \( \emptyset \) is derived, or the last active clause set corresponds to a right branch at split level one. Then, by path-validity (Proposition 4.2), the only split level in the empty clause’s label is one. The final ENTER-RIGHT step then produces the desired clause \( \emptyset \).

Note that we restrict ourselves to the finite splitting case because we have not introduced a formal notion of fairness in the presence of splitting and backtracking. Defining this fairness concept formally allows to prove general completeness without much additional effort, but is beyond the scope of this thesis.
5 Experimental Results

5.1 Implementation

The enhanced backtracking process formalized in this thesis has been integrated into the Spass [14] theorem prover. The basis for the implementation was Spass version 3.0. The data structures used to represent the split stack were modified to allow storage of the dependencies of closed left branches. Minor modifications to the implementation of reduction rules were made to ensure that reduced clauses are always recorded for later reinsertion. These modifications were necessary since the original branch condensation in Spass is performed only up to the last backtracking level, hence a redundant clause is recorded only if it has been subsumed by a clause with greater split level. Finally, a new backtracking procedure was written, implementing the stack reduction rules discussed in Section 3.2.

5.2 Results on TPTP Problems

The implementation was tested on the TPTP problem library [12], which consists of 8984 first-order problems. On 2513 of those problems, Spass (in automatic mode) uses the splitting rule during proof search. For the experiments, an Opteron Linux cluster was used, and Spass was given a time limit of 5 minutes per problem.

Overall, Spass with improved backtracking terminated with a solution for 24 problems (22 proofs, 2 completions) that could not be solved by the version without improved backtracking within the given time limit. On the other hand, Spass with improved backtracking ran out of time on 5 problems for which a solution (4 proofs, 1 completion) was found without improved backtracking. The reason why some proofs are no longer found is that after improved backtracking, a different clause set is obtained, and hence the clause selection function causes a different part of the search space to be explored. In that part of the search space, the proof that was previously found may no longer be reachable, and the procedure runs out of time before finding an alternative proof.
6 Future Work

Besides the need for an extended notion of fairness for splitting with backtracking, discussed in Section 4.3.4, there are two more aspects to labelled splitting worth mentioning. We first discuss an extension of the splitting rule which is motivated by the implementation of splitting in SPASS, and we then briefly look at an entirely different labelling scheme in which only clauses are labelled, but clause sets are not.

6.1 Splitting with Lemmata

In SPASS, the following optimization is used during splitting: If the first split part is ground, then its negation is added to the set of blocked clauses of the split. Using the notation of the labelled calculus, splitting with ground lemmata would be expressed like this:

\[
\frac{T : \Psi : N}{\Psi : N \quad L : \Gamma_1, \Gamma_2 \rightarrow \Delta_1, \Delta_2}
\]

where

1. \( \Psi = \langle \psi_n, \ldots, \psi_1 \rangle \)
2. \( L' = L \cup \{l_n + 1\} \)
3. \( \Psi' = \langle \psi_{n+1}, \psi_n, \ldots, \psi_1 \rangle \) with \( \psi_{n+1} = (l_n + 1, \{L' : \Gamma_2 \rightarrow \Delta_2\} \cup U, \emptyset, \text{left}, \emptyset) \)
4. \( \text{vars}(\Gamma_1 \rightarrow \Delta_1) \cap \text{vars}(\Gamma_2 \rightarrow \Delta_2) = \emptyset \)
5. \( \Delta_1 \neq \emptyset \) and \( \Delta_2 \neq \emptyset \)
6. \( \Gamma_1 = A_1, \ldots, A_m \) and \( \Delta_1 = A'_1, \ldots, A'_l \)
7. \( U = \begin{cases} \bigcup_j \{L' : \rightarrow A_j\} \cup \bigcup_k \{L' : A'_{k} \rightarrow\} & \text{if vars}(\Gamma_1 \rightarrow \Delta_1) = \emptyset \\ \emptyset & \text{otherwise} \end{cases} \)

The set \( U \) which is added to the blocked set contains unit clauses that together correspond to the negation of the first split part, whenever the first split part is ground. These unit clauses can be viewed as lemmata that are obtained when the left part of the split has been refuted. Making these unit lemmata available to the right subtree can help a lot in reducing clauses [13]. The reason why we restrict lemma generation to the case where the left split part is ground is that negating a non-ground clause in general leads to the introduction of new Skolem constants.
6.2 Clause Labels Only

The use of clause labels to model splitting was first suggested in [9]. In the proposed framework, only clauses have labels, and there is no notion of a global split stack. The clause labels are sequences of (overlined) clauses, where $\epsilon$ is the empty sequence. To make sure that clauses depending on complementary parts of a split do not interact, two operators on clause labels, $\circ$ and $\bullet$, combine the labels of the premises for inferences and reductions, respectively. A special label $\ominus$ (read blocked) is used, and if the combination of two clause labels returns $\ominus$, the corresponding inference or reduction is disallowed. The operators $\circ$ and $\bullet$ are both defined to be the greatest lower bound of the prefix relation, i.e., if one clause label is a prefix of the other, the longer label is returned. The blocked label $\ominus$ is returned whenever the two labels are not prefixes of each other. The inference and reduction rules are extended so that they assign the combined label to the clauses in the conclusion, if the combined label is different from $\ominus$. The splitting rule is then defined as the inference

\[
\frac{m; \Gamma_1, \Gamma_2 \rightarrow \Delta_1, \Delta_2}{m.\Gamma_1, \Gamma_2 \rightarrow \Delta_1, \Delta_2, \Gamma_1 \rightarrow \Delta_1, \Delta_2, \Gamma_2 \rightarrow \Delta_2}
\]

with the usual conditions on variable-disjointness and non-empty $\Delta_i$, and backtracking is defined as the inference

\[
\frac{m.\text{C}; \ominus \quad m.\text{C}; \ominus}{m; \ominus}
\]

and a refutation of a set of clauses (initially labelled with $\epsilon$) is a derivation of $\epsilon; \ominus$.

The requirement that labels be prefixes of each other can be understood as allowing inferences and reductions only between clauses that lie on the same path of the split tree. This is a stronger condition than just disallowing interaction between clauses in sibling subtrees. For example, two clauses that are the respective results of the splitting of two input clauses $\epsilon: C_1$ and $\epsilon: C_2$ would be labelled with $C_1$ (or $\overline{C_1}$) and $C_2$ (or $\overline{C_2}$), respectively. Hence they would not be allowed to interact.

As a possible way of relaxing this restrictive condition on clause labels, consider the following scheme: Clause labels are tuples $(S, R)$, where

- $S$ is a set of (overlined) clauses, describing which splits the clause depends on
- $R$ is a set of sets of (overlined) clauses, describing sets of splits which make the clause redundant.
The splitting rule can then be defined as the inference

\[
\begin{array}{c}
\frac{(S, R): \Gamma_1, \Gamma_2 \rightarrow \Delta_1, \Delta_2}{(S \cup \{\Gamma_1, \Gamma_2 \rightarrow \Delta_1, \Delta_2\}, R): \Gamma_1 \rightarrow \Delta_1} \\
(S \cup \{\Gamma_1, \Gamma_2 \rightarrow \Delta_1, \Delta_2\}, R): \Gamma_2 \rightarrow \Delta_2
\end{array}
\]

with the usual conditions on variable-disjointness and non-empty \( \Delta_i \), and backtracking is defined as the inference

\[
\begin{array}{c}
\frac{(S_1 \cup \{C\}, R_1): \Box}{(S_1 \cup S_2 \cup \{C\}, R_2): \Box}
\end{array}
\]

We then define a predicate \( \text{block}((S_1, R_1), (S_2, R_2)) \) that is true if and only if

- \( S_1 \) and \( S_2 \) contain complementary clauses (e.g., \( C \in S_1 \) and \( \overline{C} \in S_2 \)), or
- \( R \subseteq S_2 \), for some \( R \in R_1 \), or
- \( R' \subseteq S_1 \), for some \( R' \in R_2 \).

Finally, the operators \( \circ \) and \( \bullet \) are defined as

\[
(S_1, R_1) \circ (S_2, R_2) := \begin{cases} 
\emptyset & \text{if } \text{block}((S_1, R_1), (S_2, R_2)) \\
(S_1 \cup S_2, R_1 \cup R_2) & \text{otherwise}
\end{cases}
\]

and

\[
(S_1, R_1) \bullet (S_2, R_2) := \begin{cases} 
\emptyset & \text{if } \text{block}((S_1, R_1), (S_2, R_2)) \\
(S_2, R_2 \cup \{S_1\}) & \text{otherwise}.
\end{cases}
\]

The idea is that we want to block exactly the interactions between clauses that depend on complementary parts of a split. As an example illustrating the motivation behind the definition of \( \bullet \), consider the reduction rule \textit{subsumption separation}:

\[
\begin{array}{c}
\frac{R((S_1, R_1): \Gamma_1 \rightarrow \Delta_1 \quad (S_2, R_2): \Gamma_2 \rightarrow \Delta_2)}{(S_1, R_1): \Gamma_1 \rightarrow \Delta_1} \\
(S_1, R_1) \bullet (S_2, R_2): \Gamma_2 \rightarrow \Delta_2
\end{array}
\]

where \( \Gamma_2 \rightarrow \Delta_2 \) is subsumed by \( \Gamma_1 \rightarrow \Delta_1 \). The subsumed clause has the second component of its label extended to indicate that it is redundant with respect to all clauses that depend on the splits described by the first component of the subsuming clause’s label.

The above definitions are just a rough sketch, and the discussion of formal properties of the resulting system is beyond the scope of this thesis. However, it seems that by using sets of splits for the labels, instead of sequences, the search space is no longer accurately described by a single tree. Instead, clauses may be “valid” in a number of different trees, and the results of inferences may be shared across branches, in a way similar to what is described in [11].
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